is strictly not a Gaussian, because its parameters (center and band-
width) depend on 6,4, which in turn depends on the variable 6;. To
remove this dependency, our solution is to substitute A,(6,) and
G (6,) by their mean values computed over 6; € [0; — o, 0; +07]:

o By (25" a6
20'f

N fe +O'f (9 29")d9i

1
Gy = 707 (D)

Note that the integration range is essentially the support of the
8"(6;; 8;,07) function in Eq 29. These integrals can be efficiently

computed by using 1D SATs of Aj(6,) and G (8,) built on the fly.

The two mean values above allow us to define a real Gaussian func-
tion g"(6;; Ay (6y) — 6,,05,(6,)), which will be further multiplied
with g"(6;; 0,0¢) in Eq 29. This results in a new Gaussian, whose
product integral with the remaining factor Ay (6;) cos? 6;/cos? 6,
can be quickly evaluated using the linear quadrature method de-
scribed in Section 4.2.2.

Next, we describe how to evaluate the terms Ay (8;), Ap(6,), and
G,(0,)) in Eq 29. According to [Zinke et al. 2008], these terms
are all defined as functions of @y(6y), @,(60y). ®r(64), Cp(6a),
B#(6a), By(64), where @, @, B stand for the average scattering at-
tenuation, shift, and variance; and the subscripts f/b indicate the
forward/backward scattering respectively. These definitions can be
found in Section 6 of the supplemental document. Using forward
scattering as an example: the average forward attenuation ay is
computed by integrating the hair’s scattering function S over ¢, as
well as w,:

n/2
/ [ 500,000 coseudoudo,  (32)
Q/ 717/2

Note that S is the sum of three scattering modes. For each mode z,
we expand the above integral by converting the outer integral (over
Q) to double integrals over ¢, and 6,:

13 % 3
a= g [ M 02N (002,000

(cos 6, cos 8,) /cos>((6, — 6,)/2)dd, do, db,

Noting that scattering occurs at 6, = —6;, we can substitute (6; —
6,)/2 by 6y, allowing us to separate the triple integral to:

B 1/ /3
ap, ~ p </75Mt((9d+90)/2)%d90) .
2

( /. : [ wton.0,- ¢d>d¢dd¢o> (33)

In the above, the 1D integral involving M, can be evaluated using
our linear quadrature (Section 4.2.2). The 2D integral involving N,
T

O N:(64,9)d¢, the proof of which can be found

in Section 7 of the supplemental document. Note that this integral
can be analytically computed, again because we have previously
modeled N; either as a sum of polynomials of cos ¢ (R mode) or
circular Gaussians (TT and TRT modes), whose product integrals
with ¢ all have analytic solutions.

is equal to 2 /

Finally, the average forward scattering shift oy is calculated as a
weighted sum of the longitudinal shifts ag, arr, and argr using
their corresponding attenuation @y, as weights; and the average for-

. . =2 . 1
ward scattering variance 3 1 is the weighted sum of the longitudinal

widths Bg, Brr, and Brrr using the same weights. The backward
scattering terms (e.g. @) are similarly computed as in Eq 33, ex-
cept for integrating @, over the backward scattering directions.

(a) (b (©

Figure 4: Result of eccentricity approximation. (a) shows circular
hair (eccentricity a = 1); (b) shows our approximation with eccen-
tricity a =0.9; (c) show a reference with the same eccentricity.

5 Implementation

Preprocessing. In preprocessing, we follow [Ren et al. 2010] to fit
SRBEF lights for each environment map. Next, we need to precom-
pute several 2D tables, including ‘ﬁk(l]’., 0o — ;) (0 <k <6) for the
R mode (Eq 14); s (1, 6,) (k=0,2,4) for the TT mode (Eq 19);
and J4TRT (n,6,) (k=0,2,4) for the TRT mode (Eq 23). For these
tables, we use a resolution of 128 for the parameters l} and 7,
which are sampled logarithmicly from the range l} € [0.001,10]
and 1 € [1,10] respectively. For (¢, — ¢;) and 8; we use a resolu-
tion of 64. The 3 tables of /47 (1,6,) (k=0,2,4) are stored as a
single 2D texture utilizing the three color channels, so that only one
texture lookup is needed to obtain all 3 values. The 5, R (n,6,)
tables are stored similarly. The 7 tables of %k(lj’-, 00— ¢;) (0<
k < 6) are also stored as a single 2D texture, by placing the values
corresponding to k=1,3,5 and k=0,2,4,6 in adjacent texels. By uti-
lizing hardware texture interpolation, evaluating .4 only requires
one texture lookup. Note that all these tables are computed only
once globally, and do not need to be updated when the user changes
hair scattering parameters on the fly.

Runtime Rendering. Our rendering algorithm is implemented us-
ing OpenGL shaders with multi-pass rendering. Each pass renders
the result of a subset of 16 SRBF lights, and accumulates contribu-
tions from other passes through blending. Hair fibers are rendered
as line primitives. For single scattering, the specific steps are:

1. The effective transmittance f(a)j,lj) (Eq 2) is obtained using
an SAT of the convolution optimal depth map [Ren et al. 2010];

2. For the R mode, the inner integral .4% is evaluated by texture
lookups into %’k(lj/., 9o — ¢;) (Eq 14);

3. For the TT and TRT modes, the fitted circular Gaussian param-
eters are first estimated from the two energy terms ffn Nrr
and ffﬂ Nrrr, which are evaluated via texture lookups into
ST (n,6,) and 7R (11, 6,) (Eq 19 and 23). Following this,
each inner integral 477 and A7g7 is computed as the product
of two circular Gaussians using the analytic formula. To account
for eccentricity in the TRT mode, a modified index of refraction
1* is calculated via texture lookups into (1}, ¢ — ¢;) (Eq 26),
and is used when evaluating A7gT;

4. Finally, we employ the linear quadrature method (Section 4.2.2)
to evaluate the outer integrals .#; (Eq 11). Depending on the
number of samples m + 1, this requires multiple evaluations of
Mg, 7T, and A7rr, which are obtained in steps 2-3.

To compute multiple scattering, we first obtain the forward scat-
tering transmittance Tr(w;) and spread (')'j%(coj) (Eq 3 and 5) us-
ing a sparse sampling approach proposed in [Ren et al. 2010]. We
then compute the global and local multiple scattering components
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Figure 5: Results of our linear quadrature method described in Section 4.2.2. (a) is computed using our method with a large number of
segments m=200, which we treat as a reference; (b,c,d) show the results using a much smaller number of segments: m = 6,4,2 respectively;
(e) and (f) show the magnified difference images of the m = 4 and 2 cases with the reference. Note that at m = 2, our result has subtle but
observable differences compared to the reference; and at m = 4, our result is almost indistinguishable from the reference.

(a) our S.S (b) S.S. by Ren et al. (c) our S.S.+M.S. (d) S.S.+M.S. by Ren et al. (e) reference

Figure 6: Comparison of our method to [Ren et al. 2010] and reference. (a) and (b) compare the single scattering (S.S.) effect; (c) and (d)
compare the full single + multiple scattering (S.S.+M.S.) effect; (e) is a reference image including both single and multiple scattering effects
generated using a photon mapping approach [Moon and Marschner 2006]. In both our method and [Ren et al. 2010], the environment light

is approximated by 41 SRBF lights. Note that the images match well visually and the differences are subtle.

separately. Computing the global multiple scattering integral ./,
(Eq 27) is very similar to computing the single scattering integral,
thus they share largely the same steps as described above.

To compute local multiple scattering ./~ (Eq 29), we first sam-
ple the average terms A,(6,), Ay(6q), Gp(6,) into a 1D texture
of resolution 128, and compute the SATs of A,(6;) and G, (6,).

These then allow us to obtain the mean values Aj, and O, via tex-
ture lookups. Finally we use the linear quadrature again to evaluate
M. Note that the 1D textures are computed and updated on the
fly whenever the hair scattering parameters are modified. The total
computation overhead is very small.

In sum, as we choose m = 4 piecewise linear segments, for each
SRBF light, computing single scattering at any shading point re-
quires a total of 14 texture lookups, and multiple scattering requires
11 texture lookups. Currently, we do not incorporate the view trans-
parency effect, which can be easily added using techniques such as
occupancy maps [Sintorn and Assarsson 2009].

6 Comparisons and Results

In this section we present results of our method and comparisons
to previous work. Many hair geometry models are courtesy of Cem
Yuksel et al. [2008], Zinke et al. [2008], and Selle et al. [2008]. Our
parameters and units are set by following [Marschner et al. 2003].

Accuracy. To verify the accuracy of our method, we first math-
ematically analyze the proposed 1D circular Gaussian representa-
tion. In Fig 3 (a,b) we compare our approximated Ny and Nrgrr
functions to the ground truth computed at three different incident
angles 6; =0,7/6 and 7/3. In (c) we compare the 4-th order Tay-
lor expansion of the attenuation factor 7' to the ground truth com-

(a) (-0.05, 0.16)

(b) (-0.05, 0.09)

Figure 7: Editing the longitudinal shift and width (og, Br). Note
the resulting change in the hair’s highlights.

(c) (-0.34, 0.09)

puted with three difference absorption coefficients o, = 0.2,0.6 and
1.0. Note that in all examples, our approximations match the refer-
ences very well. We do not plot the N function because it does not
involve a circular Gaussian approximation.

Next, we examine the linear quadrature method described in Sec-
tion 4.2.2. Recall that we use it to compute all product inte-
grals of 1D Gaussian with a function in the form of .4/ (lj’-, 0o —

;,604) cos® 6;/ cos> 8, where t € (R, TT,TRT). Examples of these
functions, at parameter settings XJ’- =0.5and ¢, — ¢; =0 or 7, are
plotted in Fig 3(d). The cases of Nrr at ¢, — ¢; = 0 and Nygr at
¢o — ¢; = 7 are omitted because they are almost zero. As illus-
trated, these functions are quite smooth, requiring only a few sam-
ples (segments) to accurately evaluate their integrals with a Gaus-
sian. Additional plots of these functions are provided in Section 9
of the supplemental document. Fig 5 shows the rendering results
computed using our method with different number of segments m,
and a comparison to ground truth. Observe that at the default choice
of m = 4, our result is almost indistinguishable from the reference.



(a) (0.03,0.37) (b) (-0.26, 0.37) (c) (-0.26, 0.7)
Figure 8: Editing the longitudinal shift and width (og, Br).

(a) (b) (©

Figure 9: Editing index of refraction M and the azimuthal width
we for the TRT caustic. (a) N = 1.54, w, = 0.06; (b) n = 1.65,
we = 0.06; (¢) 1 =1.65, w, = 0.20.

In Fig 4 we evaluate the approximated eccentricity described in
Section 4.2.5. Our approximation produces visually matching re-
sult to the reference, which is computed by using the accurate ec-
centricity factor and summing up 1536 directional lights in a brute-
force way. By accounting for eccentricity, we allow the user to dy-
namically edit this parameter, resulting in realistic and interesting
variations in the hair appearance [Marschner et al. 2003].

Finally, in Fig 6, we compare our rendering results to the method
presented by [Ren et al. 2010] and the reference generated by pho-
ton mapping [Moon and Marschner 2006]. Note that for both single
and multiple scattering, the results look qualitatively the same and
the differences are subtle. However, our method allows for the dy-
namic editing of all scattering parameters in the Marschner model,
while Ren et al. require fixing these parameters at precomputation
time. Section 10 in the supplemental document provides additional
comparisons between our method and [Ren et al. 2010] under a
single SRBF light at different bandwidth and comparisons between
renderings computed with directional lights vs. SRBF lights.

Performance. All results are obtained on a PC with Intel Core 2
Duo 3.00 GHz CPU, 6 GB RAM and an NVIDIA GTX 580 GPU.
The image resolution is 720 x 480. The rendering frame rates are
reported in Table 2. The rendering cost is roughly proportional to
the piecewise linear segments m, which we set to 4 by default. In
all examples we are able to achieve interactive frame rates.

Parameter editing. @ We show several examples of editing the
hair scattering parameters on the fly. All parameters defined in
the Marschner model can be modified. In Fig 1 we show that the
user paints directly onto the hair model to edit the spatially-varying
absorption coefficients. This results in a dynamic simulation of
hair coloring computed on the fly. In Fig 7, we edit longitudinal
shift ag and width B, and the other parameters oy = —0R/2,
OTRT = 73(XR/2, ﬁTT = ﬁR/Z, BTRT = ZﬁR are updated accord-
ingly. This simulates changing the tilting angle the hair scales. In
particular, in Fig 7(b), the longitudinal width Bg is reduced, re-
sulting in sharper specular highlights. In Fig 7(c), the longitudinal
shift o is reduced, causing the specular highlights shift downward.
Fig 8 gives another example of editing longitudinal shift and width.

Fig 9 shows the editing of the index of refraction and the azimuthal

(a) (b) (c) (d) (e)

Figure 10: Editing the absorption coefficient 6,. (a) 0, =
(0.36,0.36,0.36); (b) o, = (0.55,0.55,0.55); (c) o4 = (1,1,1); (d)
o, = (0.27,0.39,0.65); (e) o4 = (0.23,0.42,0.42). Note the change
in colors and back lighting effects due to the TT component.

data #fibers  #points #SRBFs FPS
animation (Fig 1) 10k 270k 40 8.3
straight (Fig 6) 50k 1.25M 41 59
natural (Fig 7) 10k 1.5M 40 5.8
bob cut (Fig 8) 10k 350k 30 10.6
dark (Fig 9) 15k 1.0M 36 6.2
ponytail (Fig 10) 6k 100k 42 8.9

Table 2: Performance of examples demonstrated in our paper. The
timing includes both single and multiple scattering computations.

width w, for the TRT caustic. Observe that 1) increasing 7 in (b) re-
sults in a brighter reflection due to the larger Fresnel reflection term;
and 2) increasing w, in (c) results in smoother specular highlights.
Finally, Fig 10 shows the editing of the absorption coefficient, re-
sulting in color changes and back lighting effects caused by the TT
component. Please refer to the paper video for additional results.

7 Conclusions

To summarize, we have presented a new method for interactive hair
rendering and appearance editing under environment lighting rep-
resented as SRBF lights. We derive a compact 1D circular Gaussian
representation for the hair scattering function, allowing us to com-
pute their closed-form integrals with SRBF lights at run-time. We
provide a GPU implementation that achieves interactive rendering
and editing rates for spatially-varying hair parameters and arbitrary
environment maps. Such capability is important for design and pro-
totyping applications, and has not been achieved by previous work.

There are several directions for future work. First, we would like to
incorporate the artist-friendly model by [Sadeghi et al. 2010]. Since
this model is fundamentally based on Marschner’s model, the dual
scattering approximation, and the use cosine/Gaussian functions to
approximate the R, TT, TRT azimuthal functions, it can be directly
combined with SRBF lighting using our proposed method. Sec-
ond, we would like to extend our work to near-field light sources in
a global illumination environment, and are also interested in han-
dling furs represented by texture layers [Silva et al. 2010]. Finally,
our 1D circular Gaussian representation is not limited to real-time
applications — they can also benefit high-quality offline renderings,
as they provide a concise and accurate substitute for the original
hair scattering function.
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Appendix

Explanation of Eq 11. (Separation of SRBF G; into two 1D cir-
cular Gaussian). First, let’s express the directions @; and ®; in
Euclidean coordinates:

; = [sin 6;, cos B; cos ¢;, cos H; sin ;|

o; = [sin 0}, cos B cos ¢, cos B;sin @]

Then, the dot product of @; and @; can be written as (using product-
to-sum rules in trigonometry):

;- ®j — 1 = [cos(6; — 6;) — 1] +cos §; cos 6; [cos(¢; — ¢;) — 1]

Now divide both sides by ljz /2, and apply the exponential function:
G(w; 0),A;) =g°(6;;05,4) & <¢i;¢ja)~j/ cos(6;) 005(91)) 0



